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Abstract. 

Because of the special structure of the equations AX - XB = C the usual relation for linear equations 
"backward error = relative residual" does not hold, and application of the standard perturbation result 
for Ax = b yields a perturbation bound involving sep (A, B)- x that is not always attainable. An express- 
ion is derived for the backward error of an approximate solution Y; it shows that the backward error can 
exceed the relative residual by an arbitrary factor. A sharp perturbation bound is derived and it is shown 
that the condition number it defines can be arbitrarily smaller than the sep(A, B)- ~-based quantity that is 
usually used to measure sensitivity. For practical error estimation using the residual of a computed 
solution an "LAPACK-style" bound is shown to be efficiently computable and potentially much smaller 
than a sep-based bound. A Fortran 77 code has been written that solves the Sylvester equation and 
computes this bound, making use of LAPACK routines. 
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1. Introduction. 

The matrix equation 

(1.1) A X  - X B  = C ,  

where A E C" × % B e C" ×', and C e C" ×", arises in various mathematical settings. 
Linear equations arising from finite difference discretization of a separable elliptic 
boundary value problem on a rectangular domain can be written in this form, where 
A and B represent application of a difference operator in the "y" and "x" directions, 
respectively [-26]. The discretized equations are more commonly written in the form 

(1.2) ( I .  ® A - -  B T ® Im)vec(X) = vec(C), 
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which is equivalent to (1.1). Here, A ® B - (aijB) is a Kronecker product and the vec 
operator stacks the columns of a matrix into one long vector. (See [21, Ch. 4] for 
properties of the Kronecker product and the vec operator.) This "big", standard 
linear system has a coefficient matrix of order mn with very special structure. 

The equation (1.1) plays an important role in the eigenproblem. In particular, the 
equation often has to be solved in algorithms that manipulate a real Schur decompo- 
sition. Examples of such algorithms include an algorithm for block diagonalizing 
a matrix described in [10, sec. 7.6.3], the algorithm used in LAPACK for re-ordering 
the eigenvahies in the quasi-triangular form [3], and an algorithm for computing 
real square roots of a real matrix [17]. In the latter two applications m, n e {I, 2}, so 
the system (1.2) has order 1, 2 or 4. Related to (1. l) is the separation of A and B, 

I I A X  - x B I I ~  
(1.3) sep(A, B) = min 

x , o  IlXllp ' 

which is an important tool in measuring invariant subspace sensitivity [10, sec. 
7.2.5], [27, 28]. Here, we are using the Frobenius norm, IIA lie = @,i , j  laljl2) 1/2. It is 
easy to see that sep(A, B) % 0 if and only if (1.1) has a unique solution for each C, or 
that, equivalently, A and B do not have a common eigenvalue. 

Equation (1.1) is known as the Sylvester equation (see [4] for a historical reference 
that justifies this terminology). The special case with B = --A* is the Lyapunov 
equation A X  + X A *  = C, which has many applications in control theory [14, 20]. 

The main purposes of this work are to evaluate the backward error of an 
approximate solution Y to (1.1) and to determine the sensitivity of (1.1) to pertur- 
bations in the data. In doing so we necessarily take full account of the structure of the 
Sylvester equation. Expressions for the backward error and condition number can 
be obtained from the work in [16], which applies to linear systems A x  = b in which 
A depends linearly on a set of parameters. However, in the particular case of the 
Sylvester equation it is easy to derive even simpler expressions directly, and the main 
contribution of this work is to analyse these expressions and explain their im- 
plications. 

Backward error measures how much the data A,  B and C must be perturbed in 
order for an approximate solution Y to (1.1) to be the exact solution of the perturbed 
system. An important point explained in section 3 is that a small value for the 
residual R = C - -  (A  Y - -  Y B )  does not imply a small backward error, unlike for 
a standard linear system A x  -- b. Although this point may not be widely appreci- 
ated, it is not surprising, because in the particular case where m = n, B = 0 and 
C = I, we have A X  = I, and it is well-known that an approximate matrix inverse 
does not necessarily have a small backward error, even if it has a small residual (see 
[8,15], for example). In section 2 we derive an explicit expression for the normwise 
relative backward error of an approximate solution Y, and determine under what 
conditions it can greatly exceed the relative residual. This analysis answers the open 
question raised in [5] of whether the Bartels-Stewart method for solving the 
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Sylvester equation is backwards stable (indeed it answers the same question for any 
method for solving the Sylvester equation, including the method of Golub, Nash and 
Van Loan [9]). 

In section 4 we give a perturbation result for the Sylvester equation; this yields 
a condition number that reflects the structure of the problem. We show that this 
condition number can be arbitrarily smaller than the quantity involving sep (A, B)- 1 
that has previously been employed in perturbation bounds in the literature. Of 
particular practical interest is how to obtain, in terms of the residual, a forward error 
bound for a computed solution 2 to (1.1). We explain in section 5 how to compute 
efficiently an "LAPACK-style" bound that is potentially much smaller than the 
usual sep-based bound. 

We have written a Fortran 77 subroutine dggsvx that solves the Sylvester 
equation and, optionally, estimates our suggested forward error bound and 
sep(A, B). The subroutine dggsvx makes use of LAPACK routines [I]  and is in the 
style of an LAPACK driver (release 1.0 of LAPACK does not include a driver for the 
Sylvester equation). 

2. Solving A X  - -  X B  = C .  

In this section we briefly review methods for solving the Sylvester equation and 
examine what can be said about the residual of the computed solution Jr. Knowl- 
edge of the residual is useful in the following sections. 

Bartels and Stewart [5] showed how to solve (1.1) with the aid of Schur decompo- 
sitions of A and B. Suppose A and B are real and have real Schur decompositions 
A = U R U  r, B = V S V  r, where U and V are orthogonal and R and S are upper 
quasi-triangular, that is, block triangular with 1 x 1 or 2 x 2 diagonal blocks, and 
with any 2 x 2 diagonal blocks having complex conjugate eigenvalues. (If A and 
B are complex, the triangular Schur form is used and the following discussion is 
simplified.) Then the equation transforms to U r  A U  • U r X V -  U r X V  • V r B V  = 

u T  c v ,  that is, R Z  - Z S  = D, or equivalently P z  = d, where P = I ,  ® R - S T ® In, 

z = vec (Z) and d = vec (D). 
If R and S are both triangular then so is P, up to row and column permutations. 

Therefore z can be obtained by back substitution, and standard backward error 
analysis [10, sec. 3.1] shows that ~ 

(2.1) (P + AP)~ = d, IAPI <- e, , . ,uIP[,  

where cra, n is a modest constant that depends on the dimensions m and n, and u is the 

1 In fact, this result holds only for the usual "with guard digit" model of floating point arithmetic, 
namely f l (x  op y ) = ( x  op y ) ( l + 6 ) ,  16]Nu, o p = * ,  /, + ,  - .  ff the model is weakened to 
f l (x  4- y) = x(1 + c~) +_ y(1 + ,6), lel, l/if[ <- u, as is necessary for machines that  lack a guard digit, then (2.1) 
is vitiated by the rounding errors in forming P, but  (2.2) is still valid. 
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unit roundoff. Here, inequalities and absolute values are interpreted component- 
wise. Thus Id - Pzl -< Cr,,nUl PI Izl, which implies the weaker inequality 

(2.2) ID - (R2 - ZS)I < cm, nu(lRI 121 + 121 ISI). 

If R or S is quasi-triangular then the computation of 2 involves the solution of 
systems of dimension 2 or 4 by Gaussian elimination with pivoting. If iterative 
refinement is used for each of these systems "Pg = d", and if for each system/~ is not 
too ill-conditioned and the vector IPI Igl is not too badly scaled, then (2.1) and (2.2) 
remain valid [25]. Otherwise, we have only a normwise bound. 

liD - (R2~ - 2~S)tlr < c'~.nu(IlRllr + tlSIIF)IfZIIF. 

Because the transformation of a matrix to Schur form is a stable process, it is true 
overall that 

(2.3) lie - (AX - XB)Ilr _< c",,,nu(llhlle- + liBHF)I[2[IF. 

Thus the relative residual is guaranteed to be bounded by a modest multiple of the 
unit roundoff u, as was noted in [5]. 

Golub, Nash and Van Loan [9] suggested a modification of the Bartels-Stewart 
algorithm in which A is reduced only to upper Hessenberg form: A = U H U  r. The 
reduced system H Z  - Z S  = D can be solved by solving n upper Hessenberg sys- 
tems. As shown in [9], the Hessenberg-Schur algorithm can be more efficient than 
the Bartels-Stewart algorithm, depending on the problem dimensions, and the 
computed solution 2 again satisfies (2.3). 

The use of iterative methods to solve (1.1) has attracted attention recently for 
applications where A and B are large and sparse [22, 26, 29]. The iterations are 
usually terminated when an inequality of the form (2.3) holds, so here the size of the 
relative residual is known a priori (assuming the method converges). 

3. Backward error. 

The normwise backward error of an approximate solution Yto (1.1) is defined by 

(3.1) ~/(Y) = min{e:(A + E ) Y  - Y ( B  + F) = C + G, flEIl~ -< e~, 

IlFllr -< 8~, Ilallv _< ~7}. 

The tolerances ~, fl and 7 provide some freedom in how we measure the pertur- 
bations. Of most interest is the choice ~ = llAlle, fl = [IBIIe, 7 -- llflle, which yields 
the n o r m w i s e  re la t ive  b a c k w a r d  error.  The equation (A + E) Y - Y ( B  + F) = C + G 

may be written 

(3.2) E Y  - Y F  --  G = R,  

where the residual R = C - ( A Y  - YB).  For a standard linear system A x  = b 
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a small relative residual is equivalent to a small backward error. Specifically, it can 

be shown [24] that 

(3.3) min{e:(A + E)y = b + f [IEJIz < ~ ,  ][/112 < eft} - [[r[12 
' - - ~ Ilyllz + / ~ '  

where 11"[1= denotes the vector 2-norm, Ilxll~ = (xrx) l/z, and the corresponding 
subordinate matrix norm. For  the Sylvester equation a small backward error 
implies a small relative residual since, using the optimal perturbations from (3.1) in 

(3.2), we have 

(3.4) IIRll~ = IIEY - Y F  -- al[v -< ((c~ +/~) 11 YIIr + Y)•(Y). 

However, the reverse implication does not always hold. To see this we write (3.2) in 

the form 

( y r  ® I,,)vec(E) - (I, ® Y)vec(F) - vec(G) = vec(R), 

that is, 
Fvec(E)/~- 

(3.5) [o~(Y r ® I,,), - ~ ( I ,  ® Y), --yI,,~] |vec(F)//~ = vec(R). 
[_vec(G)/~ 

This is an underdetermined system of the form H z = r ,  where H is 
mn x (m 2 + n 2 + ran), and H is certainly of full rank if ~ # 0. There are many 

solutions to this system, but there is a unique one of minimum 2-norm, given by 
z = H+r,  where H + is the pseudo-inverse of H. It follows that 

(3.6) (1/~/3) [IH+rllz ~ ~l(Y) < }tH+rll2. 

Since {[H + r II z < II H + II z 11 r ll 2, with equaiity for suitable r, we see that the maximum 
size of the backward error relative to the residual is dependent on t i n  + 112. We now 

derive an expression for II H + I[ 2. In view of the general formula II h + II = = ami,(A)- 1 
for full rank A, where ®'rain denotes the smallest singular value, our task is to 

determine the smallest singular value of H. 
If Y has the singular value decomposition Y = UZ V*, then H is unitarily equival- 

ent to the matrix 

/~ = ( V r ®  U*) -H .d iag (U ® U, ~ '® V, ~ '® U) 
(3.7) = [ . (Z  r ® Ira), --B(I .  ® Z), --yI., .].  

Therefore H has the same singular values as / t ,  and these are the square roots of the 

eigenvalues of the diagonal matrix 

H/~* = ~z(XrX ® I,.) +/~2(I. ® EX r) + ~21mn. 

It follows that the singular values of H are given by 

tYiJ = (¢zZty2 ..[_ f12t7/2 ...]_ ~)2)1/2 1 _< i _< m, 1 _<j _< n, 

where 41 _> o2 >_ . . .  _> gmint~,.) ---- 0 are the singular values of Y and we define 
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a m ~ t . , ~ ) +  ~ = . . .  = a ~ t m , ~ )  = 0. Hence, assuming that H has full rank, 

liB + II~ = (~2a~ + B2o~ + ~,,2)-.2. 

Combining this result with (3.6) we obtain 

IIRIIF 
n(Y) < # (~ +/~)  II Yltr + ~' 

(3.8) 

where 

129 

(c, +/~) II r l l ,  + 
(3.9) # - (o~2a~ + / ~ 2 a ~  + ~,2),/2 • 

The scalar # > 1 is an amplification thctor that measures by how much, at worst, the 
backward error can exceed the relative residual. We now examine # more closely, 
concentrating on the normwise relative backward error, for which ~ = IIAl}r, 
/~ = llnlle and V = IICIIr. 

First, note that if n = 1 and B = 0, so that the Sylvester equation reduces 
to a linear system A y  = c, then al  = IlYlI2 and ak = 0  for k > 1, so p = 

(ItAIIrllYlI2 + llcllz)/(llall~ltYll~ + ttcll~) x/z. Since 1 < # < x/2, we recover the result 
(3.3) from (3.4) and (3.8), to within a factor ~/2. 

If m = n then 

(ItAIIF + IIBIIF)ItYIIF + IlCll~. 
(3.10) # = ((llallr 2 + itnll~)a~n(y)2 + IIC11~.)1/2. 

We see that p is large only when 

IICIIr 
(3.11) tlYIIr >> a~,in(Y) and ltYllr >> 

Ilallr + Ilnll~' 

that is, when Y is ill-conditioned and Y is a large-normed solution to the Sylvester 
2 is always zero and hence equation. In the general case, with m # n, one of a2= and a n 

# can be large for a third reason: A (ifm < n) or B (ifm > n) greatly exceeds the rest of 
the data in norm; in these cases the Sylvester equation is badly scaled. However, if we 

set ~ =/~ = IIAIIF + IIBIIF, which corresponds to regarding A and B as comprising 
a single set of data, then bad scaling does not affect #. 

If we allow only A and B to be perturbed in (3.1) (as may be desirable if the 
right-hand side C is known exactly), then y = 0 and (3. I0) and (3.11) remain valid 
with IICllv replaced by zero. In this case/~ >_>_ II Yll~ II Y+ 112 ~ x2(Y) (for any m and n), 
so # is large whenever Y is ill-conditioned (and included in this case is matrix 
inversion). Conditions involving controllability which guarantee that the solution 
to the Sylvester equation with m = n is nonsingular are given in [12], while in [7] 
a determinantal condition for nonsingularity is given. It appears to be an open 
problem to derive conditions for the Sylvester equation to have a well-conditioned 
solution. 

The following numerical example illustrates the above analysis. This particular 
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example was carefully chosen so that the entries of A and B are of a simple form, but 
equally effective examples are easily generated using random, ill-conditioned A and 
B of dimension m, n > 2. Let 

A =  , B = A - c z  0 " 

Define C by the property that vec(C) is the singular vector corresponding to the 
smallest singular value of/ ,  ® A - B r ® l m .  With ~ = 10 -6, we solved the Sylvester 
equation in Matlab by the Bartels-Stewart algorithm and found that the computed 
,~ satisfies 

IIRI[~ = 2.82 x 10 -17, tr(_X) = {2 x 1018, 5 x 105}, 
(tlhllv + llnltF)llXtle + Ilflir 

q(~) ,~ IlH+rl[2 = 2.21 × 10 -8, # = 5.66 × 1012. 

Matlab has unit roundoff u m 1.1 x 10 -16, so although X has a very acceptable 
residual (as it must in view of (2.3)), its backward error is eight orders of magnitude 
larger than is necessary to achieve backward stability. We solved the same Sylvester 
equation using Gaussian elimination with partial pivoting on the system (1.2). The 
relative residual was again less than u, but the backward error was appreciably 
larger: q(X) ,~ 1.53 x 10 -5. 

The analysis above makes no assumption on the structure of the matrices A and 
B. If A and B are (quasi-) triangular then one may wish to restrict the perturbations 
E and F in (3.1) to have the same structure. This requirement can be met by 
removing those elements of vec(E) and vec(F) in (3.5) that correspond to the "zero 
triangles" of A and B, and deleting the corresponding columns of the matrix H, If H~ 
denotes H with column i removed then 0"rain(Hi) ~ trmin(H), so one would expect 
forcing preservation of triangularity to make the backward error no smaller and 

potentially much bigger. 
For the Lyapunov equation, in which B = - A * ,  we need to modify the definition 

(3.1) of backward error so that F = - E*, in order to make a single perturbation to 
the matrix A. Clearly, the modified backward error is no smaller than (3.1). The 
analogue of(3.2) is E Y  + Y E *  -- G = R. Assuming that the data are real this can be 

written as 

[~((yr ® In) + (1, ® Y)HZ),  - 7I,~3 F v e c ( E ) / ~ l  = vec(R), 
[_vec(G)/TJ 

where vec(E r) = H r vec(E), and where H is a permutation matrix known as the 
vet-permutation matrix [13]. Unlike for the general S ylvester equation, no explicit 
formula is available for the norm of the pseudo-inverse of the coefficient matrix. 
Thus the added structure of the Lyapunov equation makes the backward error 

much less analytically tractable. 
To summarise, the backward error of an approximate solution to the Sylvester 
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equation can be arbitrarily larger than its relative residual. The key quantity is the 
amplification factor # in (3.9), which bounds the ratio of relative residual to 
backward error. 

In [5], Bartels and Stewart state that they were unable to show that the computed 
solution 2 from their algorithm has a small backward error, although they could 
show that it has a small normwise relative residual, as in (2.3). Our analysis, and the 
numerical example, make it clear that J( will not always have a small backward error 
- for llH+rll  2 ,~ IIH + It z Ilrll 2 holds for some rounding errors (for example, if there is 
just a single rounding error, so that r = 0ek, where the kth column of H ÷ has 
maximal norm), and then (3.8) is an approximate equality, with p possibly large. 

(4.4) 

where 

4. Perturbation result. 

To derive a perturbation result we consider the perturbed Sylvester equation 

(A + AA)(X + AX) - (X + AX)(B + AB) = C + AC, 

which, on dropping second order terms, becomes 

A A X  - A X B  = AC - A A X  + XAB.  

This system may be written in the form 

-vec(AA)] 
(4.1) P v e c ( A X ) = - [ X r ® Z , , ,  - I . ® X ,  - I n , ]  vec(AB)|, 

_vec(AC)/ 

where P = I, ® A - B r ® Ira. If we measure the perturbations normwise by 

e = max {tIAAIIv/~, IIABllv/fl, fIACIIF/7}, 

where e, fl and y are tolerances as in (3.1), then 

(4.2) IIAXIIF/IIXIIF <-- 31/2~e, 

is a sharp bound (to first order in e), where 

(4.3) T = t IP -~[a (xr®I , , ) ,  - - f i ( I , ® X ) ,  --yI,, ,] ll=/llXllr 

is the corresponding condition number for the Sylvester equation. The bound (4.2) 
can be weakened to 

t[AXII~ _< 31/2 ~ ' 
IIxIjr 

= lIp~[12 
lfxlt~ 
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If IIP-1t12(~ + fl)e < 1/2 then twice the upper bound in (4.4) can be shown to be 
a strict bound for the error. The perturbation bound (4.4) with ~ = [[AI[F, fl = liB[It 
and ~ = fi Clle is the one that is usually quoted for the Sylvester equation (see [9, 14], 
for example); it can also be obtained by applying standard perturbation theory for 
Ax = b to (1.2). Note that the term liP- 1112 is equal to the reciprocal of sep(A, B) in 
(1.3). 

For  the real Lyapunov equation, a similar derivation to the one above shows that 
the condition number is 

lift= ® A + A ® 1,) - i  [~((X T ® I,) + (I, ® )OILY), -~I,~] IIz/llXtlv, 

where 11 is the vec-permutation matrix. 
How much can the bounds (4.2) and (4.4) differ? The answer is: by an arbitrary 

factor. To show this we consider the case where B is normal (or equivalently, A is 
normal if we transpose the Sylvester equation). We can assume B is in Schur form, 
thus B = diag~j)  (with the/~j possibly complex). Then P = diag(A - -  #ijlm)- 1 ,  and 
it is straightforward to show that if X = [ x l , . . . ,  x,], and if we approximate the 
2-norms in the definitions of 7 j and 4" by Frobenius norms, then 

- + - 

\ j = l  j = l  

j = l  

while 4"2 ~ ~ II(A - #jfl.0 111~((c~ +/~) + r/llXIt~) 2- 
j = l  

These formulas show that in general ~P and 4" will be of similar magnitude, and we 
know that ~ _< 4" from the definitions. However, ~ can be much smaller than 4". For  

example, suppose that 7 = 0 and 

JI(A - #,,Ira)- l ltV >> max H(A - # j j m ) -  1Jte- 
jC-n 

Then if 

Ilx, jl2/[lXll~ << 1 and [I(A - #. , I , , ) - lx l iv / i Ix l lv  << II(A - m,I,,)-l[Iv, 

we have ~ << 4". Such examples are easily constructed. To illustrate, let 
A = d iag(2 ,  2 . . . .  ,2, 1) and B = diag(1/2, 1/2 . . . . .  1/2, 1 - e), with e > 0, so that 
A - # . . I , . = d i a g ( l + ~ ,  l + t , . . . , l + e , e ) ,  and let X = ( A - - f z . . I , , ) Y ,  where 
Y = [y ,y , . . . , y ,O]  with ll(A - #,~I,,)yll2 = IIA - #,,Iml[2 and IIYII2 = l. Then, if 

= 0(5), 

~e = O(~ 2 +/~2),  4, ~ ~-1(~2 + / ~ ) .  

To smnmarise, the "traditional" perturbation bound (4.4) for the Sylvester equa- 
tion can severely overestimate the effect of a perturbation on the data when only 
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A and B are perturbed, because it does not take account of the special structure of the 
problem. In contrast, the perturbation bound (4.2) does respect the Kronecker 
structure, and consequently is attainable for any given A, B and C. 

To obtain an a posteriori error bound for a computed solution X - X + AX we 
can set AA = 0, AB = 0 and AC = AX - ~ B  -- C = R in (4.1), which leads to 

(4.5) ]IX - ~II~/[IXIIF <-- IIP-1II2 IIRIIF/IIXIIF. 

A similar but potentially much smaller bound is described in the next section. 

5. Practical error bounds. 

For an approximate solution ~ to a linear system A x  = b of order n, we have for 
r = b - A Y c ,  

[ Ix-~ l l® = IIZ lrllo~ < I[Ia-l l  Irlll~, 

and this bound is optimal if we are prepared to ignore signs in the elements of A-1 
and r. To obtain a strict computed bound it is necessary to add a term that takes 
account of any rounding errors in forming r. The overall bound is 

IIx - ~11~o Ir Ih-ll(Irl + (n + 1)u(Ial Ixl + Ibl))ll~ (5.1) < 

The numerator in the bound is of the form IIIA- 11 dtl ®, and as in [2] we have 

tl Ia-lldltoo = 111A llOell~ = It IA -1 Dl eltoo 
= II IA-1DI Iloo = IIa -101100, 

where D = diag(d) and e = (1, 1 . . . .  1) r. Hence 11 tA-11dl[® can be estimated using 
the norm estimator of [1 1, 18, 19], which estimates IIBI[ 1 at the cost of forming a few 
matrix-vector products involving B and B T. With B = (A -1D )T  we need to solve 
a few linear systems involving A and A r. The bound (5.1) is the one returned by the 
linear equation solvers in the Fortran linear algebra library LAPACK [1]; it is 
estimated in the way described above. 

For  the Sylvester equation we can use the same approach if we identify A x  = b 

with (1.2). For  the computed residual we have 

I~ = f l ( C  --  ( A X  - XB))  = R + AR,  

IARI < u(3lCI + (m + 3)IAI IX] + (n + 3)1~711BI) -= Ru. 

Therefore the bound is 

llX - -¢IIM II IP ll(Ivec(/~)l + vec(Ru))llM 
(5.2) II$11M < IIXIIM ' 
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where I{Xliu = maxid ]xql. Using the technique described above, this bound can be 
estimated at the cost of solving a few linear systems with coefficient matrices 
I ,  ® A -  B T ~  I m and its transpose - in other words, solving a few Sylvester 
equations A X  - X B  = C and A T X -- X B  T = D. If the Bartels-Stewart algorithm is 
used, these solutions can be computed with the aid of the previously computed 
Schur decompositions of A and B. The condition number T in (4.3) and 
sep(A,/3) = J}P-t H ~ 1 can both be estimated in much the same way. Alternative 
algorithms for efficiently estimating sep (A, B) given Schur decompositions of A and 
B are given in [6, 23]. 

The attraction of (5.2) is that large elements in the j th column of P-1 may be 
countered by a small j th element of lvec(/~)l + vec(R,), making the bound much 
smaller than (4.5). In this sense (5.2) has better scaling properties than (4. 5), although 
(5.2) is not actually invariant under diagonal scalings of the Sylvester equation. 

We give a numerical example to illustrate the advantage of (5.2) over (4.5). Let 

A = J3(0), B = J3(10-3), c 0 =- 1, 

where J,(2) denotes a Jordan block of size n with eigenvalue 2. Solving the Sylvester 
equation by the Bartels-Stewart algorithm we found that the bounds are 

(4.5):8.00 x 10 3, (5.2):6.36 x 10 -15 

(where in evaluating (4.5) we replaced R by I/~l + R,, as in (5.2)). Here, 
sep(A,B) = 1.67 x 10 -16, and the bound (5.2) is small because relatively large 
elements of Ivec(/~){ + vec(R,) are nullified by relatively small columns of P -  1. For 

this example, with a = [[A]IF, fi = [[BliF, 7 = t[Cilr, we have 

7' = 7.00 × 10 9, q5 = 1.70 x 1016, 

confirming that the usual perturbation bound (4.4) for the Sylvester equation can be 
very pessimistic. Furthermore, 

i[RIIF = 7.02 × 10 -24 , 
(tlAlI~ + IIBltF)tt2t1~ + IICIl~ 

(X-) - - { 6 x  1015 ,5 × 104 ,3 x 10~}, 
q(X) ~ [[H+rH2 = 1.00 × 10 -19, p = 2.26 x 1013, 

so we have an example where the backward error is small despite a large-normed 

H +, since tlH+r]]2 << tlH+]12]trl[2. 
Finally, we mention that the backward error of a computed solution 2 can be 

bounded by estimating amin(X) and then evaluating the bound in (3.8). If a Q R  

factorization 2 = Q R  is computed, then any available condition estimator can be 
used to estimate amin(R) = amln(X). Note that the backward error can be computed 
"exactly" as IIH +r It 2 (see (3.6)) using only the SVD of 2 ,  since the SVD of H is given 
in terms of that of 2 as described in (3.7). 
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6. Software. 

The computations discussed above can all be done using the LAPACK software [1]. 
The Bartels-Stewart algorithm can be implemented by calling xGEES 2 to compute 
the Schur decomposition, using the level 3 BLAS routine xGEMM to transform the 
right-hand side C, calling xTRSYL to solve the (quasi-) triangular Sylvester equa- 
tion, and using xGEMM to transform back to the solution X. The error bound (5.2) 
can be estimated using xLACON (which implements the estimator of [11, 18, 19]) in 
conjunction with the above routines. We have written a Fortran 77 code dggsvx that 
follows the above outline. It is in the style of an LAPACK driver and follows the 
LAPACK naming conventions. 
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